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PREFACE

The dynamic urban growth models discussed in this report
build upon research begun in 1276 and reported on in the U.S.
Department of Transportztion Report No. DOT-TSC- RSPA-78-20.1,
IT October 1978, 1In this previous report we developed two
models: the inter-urban model which describes the evolution of
urban centers within z region, and the Intra-urban model which
describes the structural evolution within each center. This
report presents a further extension of these models including an

analysis of an urban system's dymamic, "collective' organization.

Section 3 of this report on dynamic models of competition
between transportation modes has also been published in Environ-
ment and Planning International Journal of Urban zand Regional
Research, Volume II, 1979 co-authored by J.L. Deneubourg and
A. de Palma from the University of Brussels and D. Kehn from éhe
Transportation Systems Center. '

The technical monitor, D. Kahn, of the contract under which
this work was perforﬁed would Iike to take this opportunity to
acknowledge the copy and production editing of Caron Tsapatsaris
for this report.
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EXECUTIVE SUMMARY

This report describes the further development and exploration
of the dynamic models of urban evolution for which the basic
methodology was laid down in work performed by our group under a
previous contract (TSC-1185 - Final Report).1 These methods are
derived from new concepts that have recently emerged in the physi-
cal sciences in connection with the discovery of '"dissipative
3

2 - . N .
structures" ™’ These occur in physical systems having elements

which interact in a non-linear manner, involving positive and
negative feedback loops, and which are open to the exterior,
exchanging matter and/or energy with the outside world, and in

this way remazining far from thermodynamic equilibrium.

The evolution of such systems>involves both deterministic
stable periods, as well as bifurcation poimts in the vicinity of
which instabilities occur, when "fluctuations," smell locel
inhomogeneities, are amplified and carry the system to some new,
qualitatively different stzte of organization. This process of
"order by fluctuation" is of great generzlity for the evolution
of complex systems, and applies to systems composed of basic units
which are themselves alrezdy macrosccpie_objects containing
mechanisms governing their interactions with the envircmment and
with the other elements of the systems. Thus, given some basic
"behaviour pattern"” of the individuzl elements, their mutuzl
interaction can lead to a self-organization of the system through
successive instebilities of the collective structure.

In our previous report we developed two models, omne
describing the evolution of urban centers within a2 region, the
inter-urban medel, and the other describing the structural
evolution of an urban center, the intra-urban model, In this
report we describe the further extension of these models at
the level of dymamic organization, and ziso in the directiom
to the "collective™ aspects of the behaviour patterns” used to

describe consumer choice, for example, in the urbazn system. As

P
J-e



we shall see, the modelling of the dynamic evolution of the urban
system entails the description of a collective organization which
results from the mutual interaction of the behaviour patterns of
the various populations, which may in their turn reflect a
"collective organization" at a lower level as the individuals
within the populations, interact, The situation is one of insta-
bilities within instabilities and so on!

In the first section the inter-urban model is modified so as
to give'a much more realistic representation of the evolution of
the urban centres of a‘region, where large centers sprawl outwards
forming residential suburbs., The modified version of the model
now corresponds to a picture of the evolution of a region wherein
we not only have the formation of an interacting hierarchy of
urban centers, but also one in which there is an intermal struc-
tural evolution within each center. Only such a model can assess
the real global effects of a modification, for example, in ‘the
transportation system within a particular urban center. '

The second section is devoted to the developmént,of a new
‘method which offers the perspective of an enormous simplification
and saving of time in the analysis of a2 urban evolution. It is a
method based on the techniques of Boolean algegra; in which con-
“tinuous variables are replaced by discrete ones, the yes/no,

0/1, of the binary system. Boolean algebra has been'applied in
the first instance, to the evolution of the internal structure

of a city. By describing the "presence" or "absence" of a given
population according to whether it is above or below a certain
percentage of the local residents, the very large number of
distinct stationary states which may characterize the continuous
variable differential equations of intra-urban structure , is
reduced remarkably to those which can be distinguished according
to the threshold criteria chosen. Furthermore, the "dynamics"

of such a problem consist in the assignment'of probabilitiés for
the passage from one stationary state to another, and this is
simplified to a ﬁroblem of time-delays. It is assumed that a
"change" when it occurs, concerns only one variable at a time,

‘xii o



and this choice is determined by the probebility distributions of
the time-delays of the variocus varisbles.

Despite these rather sweeping simplifications, the Boolean
model can nevertheless suffice to znswer many of the practical
questions that decision makers and planners may pose - particular-
ly questions concerning the qualitative evolution of the system.
The possible structural repercussions of different strategies can

be estimazted therefore in 2 very simple economiczl manner.

The models that have been developed so far have attempted to
describe the evolution of urban structures on the basis of some
supposed basic "behaviour pattern" of the populations imvolved.
Until now we have zlso treaeted the choices concerning transporte-
tion in z somewhat oversimplified memner. However, it is clear

“that different populations may exhibit different behaviour, not
only as concerns their place of residence,rshopping center ot
place of work, but zlso the mode of transport that they choose for
their regular travel, This choice, however, of train, bus, subway
or car will be vital importance in shaping the urban structure,
and of course conversely, the charzcter of the urban structure
will affect the choices of transportation mode. The problem of
the competition between different modes of tramsport, within 2

~city for example, is & vital step in understanding the city's
structurel evolution.

Our study in the third section explores the behaviour of
the demand for a particular mode of transport when the population
requiring to go from A to B is offered a choice, Im this case
we assume that there are two modes of tramsport in competition
with each other, and that the level of "satisfaction” for the
average user of & particular mode has some functional dependence
on the level of use - that is on the fraction that does in fact
adopt that mode.

For some simple, feirly reslistic functionzl dependencies of
the user utility fumction on the level of use, we show that the

system can possess more than one staticonary state. Futhermore,



we can have more than one stable stationary”state, in the vicinity
of which the collective reaction of users to any siight deviation
from this state, is negative. That is to say that the'response

of the users is such as to damp any small perturbation of this

- ratio for the modal Split.fractioning of users. Nevertheless,

~ it is still possible that these stable stationary states corres-
pond to very different levels of global "satisfaction," but that
some large scale rTe-organization is required in order to leave

the less favourable stable state, This’is_clearly an important
feature for planning'décisions, and also for the implications of
inter-modal competition for the evolution of urban structure. As
the urban structure evolves, travel demand between variouS‘points'
in a éityfcan exceed or fall below thresholds which can lead to

a sudden, discontinuous,-chaﬁge in modal use, and hence in:tréns-
port “costs." Any integrated model of the global effects of
transport investment, for exémple on the urban structure and

. economy, must take such factors into account.

The integration of these three separate aspects that are
the subject of this report will have to be left for the future
when general equations may be written down which enCompass all
‘these different elements, and which reduce to the various simpler
equations under well defined assumptions,

The equations for the inter-urban evolution are being‘tésted
by an application to the_timé evolution of the urbgg hierarchy
of the Bastogne region of Belgium, and clearly the Boolean methods
of the second section can be extended to this model as well,
Similarly, the section devoted to intermodal competition is also’
relevent to zn inter-urban model where apart from the various
modes of passenger travel, there are also those available to the
transport of merchandise, (air/sea/rail/road/pipeline). Also
this third section raises the question of the relation between o
the models which we have described heré (and in duf‘previous
report); and various other methods of urban and economic modelling
{global utility functions; optimizatidn.techniques; Pareto maxima;
-entropy maximization etc.), The clarification of this relation

Loxivo



should lead to & much more thorough understanding of the real
significznce and status of these various methods, which in turn
iead to the establishment of z much more sclid foundatiom to 2
"theoretical social dynamics," and hence to the problems of

evolving urbzn systems.
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1. A DYNAMIC URBAN MODEL

1.1 INTRODUCTION

In our previous reports a dymnamic version of central place
theory was developed based on the mutual interaction of the
spatial distributions of population and employment, This inter-
action constituted 2 positive feedback, which, when the effects
of fluctuations are included explicitly, leads to & self-organi-
zation of the system into an urban hierarchy which reflects the
the duel effects of historical chance and economic necessity.
This introduces the possibility of describing gualitative changes
in the spatial organization of & region, changes which ususlly
mark the breakdown of previously successful extrapolations in the
behaviour of the system.

Our model comsists of two sets of equations, one for the
population of eesch point i, Xs, and the other for the growth and
decay of economic functions k, at each point i, Si(k). In the
eguation for X the populatien résponds to the employment
opportunities at the point 1,

i, bxi (N =+ i Sick) - xi) - mX, (1)

where b znd m are related to the birth and death rates respective-
ly as well as to the mobility of the population. N represents

the '"natural"” carrying capacity of each point of the system in the
absence of ecomnomic exchange between different localities.

< %i(k} represents the employmeut potemtial at i resuliting from

%he different economic functions situated there.

We have separate equations for the Sick) which grow according
to the economic demand that is attracted to the point i,

ag. (¥
Efi = g Si(k) (Demand for k at i1 - Si(k))f (2}



The demand arriving at the point i for the function k is then
related to the "attractivity” of the point i1 to each population
xj at,j, relative to that of others offering the function k. We
shall return to this point later.

The other important feature of our model was the random
appearance of economic functions at different points in the
system. The first model was as general as possible, and the
probability of the launching of a particular function was taken
as being uniform over the whole regiomn. In any given experiment,
however, a particular sequénce cccurs and this leads to a distri-
bution of urban centers following the growth of some centers and
the elimination of others accerding to the economic laws contained

in equations (1) and (2}.

Typically, we have a result such as is shown in Figure 1
after the stochastic launching of two economic functiomns. At each
point we already have domestic functions, and the two new func-
tions concern economic interaction between the points, of medium
and long range respectively. '

Although as we sée from Figure 1 the equations (1)} and (2)
give rise to a reasonable form for the distribution of centers;
there is an important mechanism missing from our description:
the competition for space that will occur at a given point. That
is to say that in equations (1) and (2) we have assumed that
employment and residences can be stacked on top of one another
without limit at a given locality. The number of jobs divided
by ‘the number of residents, a ratio known as the coefficient of
employment, is equal to unity for each point separately. One of
the improvements that we shall describe here is therefore the
correction of this inadequacy‘in the simplest possible manner,
We shall suppose that with a certain probability, as the effects
of crowding become more intense, a certain fraction of the popu-
lation decides to reside on the points neighbouring that of its
pléce of employment, This is represented by adding two terms
into equation (1}, which express the idea that for every "route"
out of an urban center a fraction of the population having



FIGURE 1. DISTRTBUTION OF URBAN CENTERS FOLLOWING THE RANDOM LAUNCH-
ING OF TWO EXPQORT FUNCTIONS OF MEDIUM AND LONG RANGE RESPECTIVELY
o Small Cemters with only the lowest order
function K = 1
@ Centers with Functions 1 znd 2 (pop. im
brackets) -
Center with Functions 1, Z and 3



employment in the center itself will choose to reside_at some

distance out, 2 fraction which depends on the "crowding'" at the
center. Of course, the people employed -at any two points will

both "decentralize" alohg the route between them, and the resi-
dent population of each will only change by the net difference

of flows. This idea is expressed by the following equation:

;;i= bxi(N + iSiCk) - xi] - mX, -_? e;sdij-(xiu- x?] (3)
which implies that employment at the point i can be filled by
- people residing at the point i, and to 2 lesser extent by resi-
dents at the neighbouring poinfs. Each poiht is "losing"”

-Bdij xi residents to its neighbours, and we see that this gives:
rise to a very simple representation of "residential sprawl™

as the crowding in urban centers becomes severe,

As we shall See, the addition of such a simple term produces
a much more compli;ated.pattern of growth, as well as an internal
dynamics of growing centers.  This is beéause the cbﬁpling between
the equations of employment and residence for each point implies
that the pattern of employment will respond to_the_”decentraliza—_
tion," so we will have a complex process of mutual adjﬁstments as
the changes of residence and employment act on each other. -Let
us now describe the urbanization pattern.oflan initially rural
' érea according to our modified scheme of equations (2) and (3)ﬂ,

1.2 URBANIZATION OF A REGION

The technique used in modelling the urbanization process is
basically similar to that used in our earlier reports. However,
instead of explicitly "launchlng" the economic functions, we have
chesen population thresholds above which economic functions appear
spontaneously at a p01nt, and have fluctuated the values of the
population variables by a small precentage around their values
as dictated by the equatlons of evolution. 1In this way we allow
for the necessary uncertalnty in the exact value of the population
at a point, supposing some 5 percent variation for small villages,



and decreasing to 3 percent for more densely cccupied poimts.

Because of this, whem severzl points are approaching the
necessary velue to receive some new level econmomic activity, these
fluctuations will result in them attaining the threshold in 2z
random manner, giving rise to & "stochastic launching" of economic
functions similar to our previcus method. The economic actifity,
once launched, will either find a sufficient market and grow and
prosper, or will be eliminated by its competitors. The advantage
of this new method is that it retains at zll times the possibility
of the system adapting to new circumstances, functions appearing
where it was impossible before, owing perhaps to changes in trans-
port technology, or in the relative attractivity of the region
to migrants.

Qur equations zare:

dx.
i _ . (k) _ -Bd. . 2 _ 2
o T b}:l (N + i Sl - K:L) mxi - j); € 1] (Xi Xj) Cﬂ)
k)
ast
— =g Sgk)’ {Demand - Sgk)) (5)
dt .
where the demand 1is,
(k)
X:E . A 6
Demand = I 2 — (63
J () o 40X e I A
(Pi - ¢ dij) i 17
where ka) is the demand per individual for (k) at unit price.
'P£k3 is the cost of production of k &t the point i,
@Ck) is the cost of tramsport for k per unit distance.
dij is the distance between i and j.
Aij is the attractivity of the center i to population
j for the function k.
I

i'j is the sum over the total attractivity to which the

Kj are subjected.



e  is some power law.

The demand arriving at the point i for the aétivity k, falls
therefore into two parts: the fail_off in demand‘with price
invelving distance, and secondly, the fraction of x. that in
fact chooses i out of all the possible centers offering k,

-The precise form that we have used for Aij is, -

Ay = (L1 - (%o Gy - xy, DT/ v g gyt )
where_pzés a constant and'xth the threshold at which the function
may appear at i. The form of this function corresponds to the
idea that the attractivity grows initially.with'fhe.intenSity of
the activity at the center (measured by the excess population),-

~ but then saturates at some upper level, '

Let 'us now look at the evolution of the population distribu-
tion of a region'which starts off initially as a purely rural
area with no substantial economic interaction between local centers.
As three export functions of successively greater range and market
‘threshold appear in the system, the urbanization process will '
occur.

We have once again chosen a tfiangular lattice numbered as in -
Figure 2 and have, for this particular experiment taken the most
general case where the natural carrylng capacity of each point is
“the same.. The Values chosen for the various parameters are: '

B=.01 m=.1 g=1.53e=2 .pik)=.1 Ay, = 6
;F1)¥ .25 ¢(1?._ 1 x§§3 = 50 R

e o a5 el®) o a5l (B) - 68

eB) =1 [ - 1 x{3) = 84

el4) = o5 is(4) - ;Os_xéi)i= 100
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- At time t = 0, the points have all approximately 66 units
of population. They are however, subject to fluctuations of the
order of 5 percent, and when a point exceeds 68 it receives the
second function and begins-to grow'if‘fhere is a sufficient market.

At time t = 4; the situation is deplcted in Flgure 3, ahd
we see that five points have received the function 2 and have
grown to a populatlon greater than 75. . These are the "nuclei" .
of future cities, and already lay down the skeleton of the urbam
structure that will'emérge.

In Figuré 4 the situation at t = 12 is shown. The structure
that was only embryonic at t = 4 has "solidified" and we see that
five large centers are growing. The'points 15 and 31 have already
received all four fﬁnctionsfconsidered in our simulation while
points 10, ‘40 and 44 have three functioms. In particular, the
examination of the evolution around point 15 reveals how the
crowding at this p01nt results first in the build up of residential
suburbs, with a coeff1c1ent of employment less than unity, and
then how, later, a certain decentralization of economic functlons
occurs, as the short and medium range activities find sufficient
market in the suburbs. This has important consequences for the
‘evolution of the urban area as a whole, but dufing the interval
t =12 to t = 20 the central core density continues to grow, but

attains a maximum &t about this time,

- Also of interest is the formation of a "twin-city'" on the
points 38 and 40 due simply to the particular sequence of events
- that the random fluctuations of our particular simulation has

produced,
KEY TO FIGURES 3 TO 11 AND FIGURES 12 TO 14

Center haVing'only'function 1
Center with functions 1 and 2 ' B
Center with functions 1, 2 and 3

L J
®
m 'Large center having ‘functlons l, 2, 3., énd 4



FIGURE 3. THE DISTRIBUTION OF POPULATION ON A RECTANGULAR PLAIN
REPRESENTED BY FIFTY POINTS AT TIME t = 4 UNITS. (AT t = 0 ALL
POINTS HAD 67 UNITS.)



FIGURE 4. THE DISTRIBUTION OF POPULATION AT TIME t = 12 UNITS.
THE STRUCTURE IS BEGINNING TO "SOLIDIFY' AROUND FIVE MAIN CENTERS.
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FIGURE 5, AT TIME t = 20, THE CENTRAL CORE DENSITY OF THE
LARGEST CENTER IS GOING THROUGH A MAXIMUM (152), THERE IS
MARKED "URBAN SPRAWL"™ AROUND THIS CENTER TOO.

i1



FIGURE 6, AT TIME t = 34 THE BASIC STRUCTURE IS ESSENTIALLY STABLE
TWO CENTERS HAVE UNDERGONE CENTRAL CORE DECAY. '

12



FIGURE 7. BETWEEN TIME 34 AND 46 THE BASIC PATTERN IS STABLE.
NOTICE HOWEVER THE SHIFT IN CENTER OF THE "TWIN CITY" BETWEEN
t = 20 .AND t = 46,



At t = 20 we see that five central places have received the
four functions present in our simulation and have deformed the_
populafion densify contours in consequence, the residences and
economic functions sprawling outwards to a dlstance dependlng on
the size of the center (Figure 5).

Between t = 20 and t = 34 the structure remains more or less
unmodified CFigure 6). The second centerfof the "twin-city" cap-
tures the fourth function and owing to its'superior geographical
situation begins to dominate- its partner, Wthh was by chance the
first to appear. Another important feature is. that the "oldest"
and largest center on point 15 has, during this period, suffered
a severe decline in its céntral core density. This results from
the complex non- lineaf dynamics of our syStem, whereby the
residences of the population that is employed at 15 spread out-

" wards, and then attract local economic functions into the suburbs.
‘These, however, once present, act as a source of local employment
and in addition, act as a screen for the lower order functions
diverting the clients of the central core which, consequently
suffers a loss both of employment and of population.

Ccntlnulng the simulation from t = 34 to t-° 46 shows that
the structure remains basicaily_unmodified,‘although as the
growth analysis will show there now occurs a polarization of the
growth in the system between the upper and lower halves of our
lattice (Figure 7) ‘

In Figures 8 'to 11 we show the zones in whlch the growth
is concentrated during the different periods of the evolution of
our system. Initially, in the first period going from t =10 to
t = 10, we see that the growth is highly concentrated spatlally
in the five centers which are at the origin of the urban structure
of the region, The areas of above average growth generally
encompass only a single point, and this point has a very large
grthh rate. This can .be referred to as the period of "central
urbanization." |

14
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THE ABOVE
TS

AVERAGE GROWTH 15 VERY STRONGLY CONCENTRATED IN THE FIVE POI

THIS SHOWS THE ABOVE OR BELOW AVERAGE GROWTH THAT HAS
WHICH WILL BECCOME THE DOMINANT URBAN CENTERS.

QOCCURRED AT EACH POINT IN THE PARTICULAR PERIOD 0 = 140,

FIGURE 8.
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10 » 20

t

THE ABOVE AVERAGE GROWTH IS NOW SPREAD OUT, CORRE-

THE INTER-

SPONDING TO THE FORMATION OF RESIDENTIAL SUBURBS.
URBAN SPACE IS SUFFERING CONTINUED DECLINE.

FIGURE 9.
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FIGURE 10. 1IN THE PERIOD 20-34 TWO LARGE URBAN CENTERS SUFFER
SEVERE DECLINE OF THEIR CORES, AND ABOVE AVERAGE GROWTH IS NOW
ALMOST EXCLUSIVELY CONCENTRATED IN THE INTER-URBAN SPACE.



FIGURE 11. THE URBAN CENTERS COMPETE AMONG THEMSELVES
.AND THIS LEADS TO A POLARIZATION OF GROWTH.

18



In the next stage, Figure 9, which covers the period t = 10
up to t = 20 we see that, while the central cores are still growing
strongly, the "growth plateaus” are much broader, showing the
effects of suburban growth, that is of urban sprawl.

In theperiod t = 20 to t = 34, however, Figure 10 shows an
entirely different pattern. Here, the central cores of three
centers suffer & strong decline, and the remeining two grow very
little. The zone of "above average growth" is nearly all concen-
trzted iIn the inter-urban region, and marks a period of "counter
urbanization."

In the final period of our simulation, betwegen t = 34 and
t = 46 (Figure 11) it is clear the inter-urban growth of the
preceding intervel marks the beginning of rezl competition between
the upper and lower halves of the lattice, and although the
growth remains essentially non-urban it shows the effect of the
competitive growth of the different parts of the urbanized arez.

1.3 ALTERNATIVE STRATEGIES FOR DECISION MAKERS

In this section we look at the effects on the global evolu-
tion of the system and of different decisions taken at time t = 34,
This azllows us to demonstrate the potential of our methods for
the exploration of decisional alternatives, where either local
or globzl changes can be imposed on the system, and where we
begin to see the possibility of studying quantitetively the most
basic issues of government: 1) Who should z decision favor znd
how much, and at the expense of whom? -and 2) What hierarchy or
decisional power will lead to which local strategies, and what
‘will Be the Impact of the latter on the evolution of the whole?

In this section, in the very simple, somewhat artificial
urbanization examplé we have Qresented earlier, we shall demon-
strate the principle on which such fundsmental questions can be
explored. The importance of this section should theréfore be
judged, not on the details of the‘particular example used, but
on the basic human difficulties of a "collective dimension” to
individual acts, which is today perheps the most important, almost

1



wholly unanswered questlon facing our 1ncrea51ng1y 1nterdependent
society.

_Having explainéd the wider background of the discussion, let
us turn to the example, Let us return to the simulation at t = 34
with an urbanization pattern as shown in Figure 6. We shall
investigate the effects of three different dec151ons and after-
wards the question of a decisional strategy.

- First, let us suppose that the population of the‘regidn as
a whole is fixed over the next period, and explore its relative
growth and decline from the time t = 34 to the time t = 50. First
of all, if there is no intervention, no decision, and all the
parameters are uhchanged then the '"growth and decline" zones are
those shown in Figure 12, We note that the system undergoes a
certain "polarization," and that in particular, the area across
the center of our region, which has mno ﬁrban development continues
to decliné, and in terms of percentage-change is most marked.

Now, let us examine the effects on the growth/decline
patterns of the system, of some governmental "road building'
program, or of some new téchnology, which has the.effect of halv-
ing tramsportation: costs (that is the values of ¢(1) ¢(2), ¢(3)
and ¢(4),relevant up to t = 34 are now halved). ~This is in fact
a strategy that has been proposed in various countries iniorder
to help arrest the decline of different regions, In the case of
our simulation, as has been found in reality for those countries,

. the' improved transport efficiency'has the effect of accelerating
‘the decline of the rural areas'between_centers, and of favouring

most the largest center (Figure 13),

The third strategy which we shall examine concerns the
possibility of directly interferihg-in the urban structure by the
placing of a specific investment at a particular point, This
corresponds to the idea of a "New Town" or of the strategic
development of a hitherto undeveloped center, in the hope of
generating self-sustaining economic growth in the otherwise
declining zome (Figure 14).
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Upper Helf.

Lower Hazlf

FIGURE 12, GROWTH PATTERN FOR THE PERICD t = 34 = 50, IN THE
ABSENCE OF ANY CHANGE IMPOSED AT t = 34, 1IT IS THE PATTERN
AGAINST WHICH ALTERNATIVES MUST BE JUDGED.
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Upper Half

. Lower Half

FIGURE 13, IF THE TRANSPORTATION COSTS ARE HALVED EVERYWHERE AT

TIME t = 34 THE SYSTEM EVOLVES AS SHOWN HERE BETWEEN t = 34 AND
t = 50. o
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The first imﬁortaﬁt remérk that must be made is that in all
our simulations there are present small fluctuations of population
and emﬁloyment which test the stability of the basic structure,
and could if this is not assured lead to the amplification of a
particular fluctuation and the adOptlon of a new spatlal pattern.
However, we may see from the Figures 4 to 7 that the basic
structure becomes stable to these small. fluctuatlons by about
t = 16, Thus, we know already that if we wish to modify the
~ pattern, and in particular to move to a strﬁctufe without the
M"declining rural hole" in the middle, then a perturbation of some
larger size is required. In fact, in a2 series of computer
simulations it was possible to ascertain that for almost certain,
self-sustaining growth at the chosen point 26, it is necessary
to invest 19 units at time t = 34. If less than this is inserted
then the chances are that 1t will Slmply waste away since the
basic structure is stable.

In Figure 14 we see the growth/decline‘pattern.for a simula-
tion where 18 units of popuiation and employment were added to
point 26. The investment flourishes, producing a:remarkable
increase in.population and jobs at- and around this point} of
course this is at the expense of other points which would other-
wise have grown, but it can be shown that the final structure '
resulting at time t = 50 following the perturbation, is more
efficient than otherwise, since there is less transportation .
required for the same total consumption as before, whick means
that mean haul distances are shorter and variations in the con-
sumptions of geods between urban and rural nopulatlons is less
marked.

However, before drawing any hasty concluSidﬁs about which
strategy should be adopted let us briefly examine the manner in
which the administrative division of a reglon may affect which
decisions are adopted, Consider the case where our lattice is
divided into ‘two separately governed districts: the upper half,
and the lower half. '
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Let us briefly discuss the consequences for each half of
ezch of the three strategies above. First, if there is no change,
(Figure 12) we see that growth occurs in both districts, but

lightly mere in the upper than in the lower, We have between

upper half + 11 lower half - 11.

Second, if we halve the trahsportation costs in the system
(Figure 13) we find that although the greatest growth occurs in
the largest center (poinmt 15), this growth is in some way achieved
at the expense of the district itself, since we find for the
period t = 34 to t = 50,

upper - 6 lower + 6.

The third strategy consists in placing 18 units of population
on point 26, which is im the lower half. Not surprisingly, when
the investment pays off we find that the lower helf geins greatly:

upper - 41 lower + 41,

We see from this, that in fact, it pays the lower half to invest
the 18 itself, since rzther than do nothing it geins:

41 - 19 + 11 = + 33.

Thus the "strategy'" played by the lower half is to invest in a
center on its frontier with the upper, which causes a growth at
the expense of the upper half. This basic idez of strategy
corresponds clearly to many problems such as the conflict of two
political parties where effort must go into zttracting supporters
from the middle ground, and similarly for competing firms with
different ranges of products.

The importance of these results is nmot however, in their

detzil. t is rather in the principle which is demonstrated that
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in a complex system of interdependent entities, the decisions
made by individuals, or by collective entities representing
certain localities have a real effect on the evolution of the
system and of everyone in it. This is the "collectlve" aspect of
individual actions which characterizes our society, and decisions
should be made as far as pbssible in the knowledge of these | |
collective effects, rather than finding that the "system™ is
sweeping the various actors in'a quite unexpected and undesirable
-direction, as a result of thelr individual behaviour.

This is: the basic aim of the methods that we have descrlbed
here, since, by choosing the various parameters so that they
correspond to . a partlcular urban hlerarchy, it is possible to
simulate not only the long term repercussions of a given strategy
for the immediate locality involved, but also the consequence of
that strategy'for the region in which it is embedded.
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2. A BOOLEAN FORMALISM FOR INTRA-URBAN DYNAMICS

2.1 A SIMPLIFIED FORMALISM SUITABLE FOR MODELLING COMPLEX SYSTEMS

The description which we have developed in the previous
reports, and in the zbove sections, based on cifferentizl equz-
tions, becomes rapidly cumbersome when applied to complex systems
involving a very heterogeneous system with meany interacting
populations., Although very large computers cam still simulate
the evolution of such systems, for the purposes of reflection
and understanding conceraning the qualtitative evolution of the
structure of the system, it may be sufficient and indeed conven-
ient to have some simplified description, The "full" description
given by the differential equations contzins information on both
the "gualitative'" nature of the structure, and the details of the
"quantitative" change in the variables invblving a growth or decay
of the densities at each point. In the pursuit of a particular
zim such as, for example, 2 plan comncerning the internzl structure
of & city, then as & first step in the comparison of different
strategies the plamnner may require only knowledge of the "gqusli-
tative" repercussions on the structure, and this may in turn
demand the establishment of certazin "key values” {thresholds) for
the variables.

let us consider for example the intensity of white emigration
out of & particulsr neighbourhood as & function of the percentage
of black inhabitants of that neighbourhood. We may find & curve
having three stages: for the first two criticzl values of the
black population, perhaps there is only a smzll increzse in white
emigration,'but for the third one there mzy be 2 lzrge increase.
In this case the planner mey well choose to concentrate simply on
this lztter jump, and consider the two others as megligible, in
which case it becomes possible'to reduce the complicated functiomal
relation between the two variables to & very simple Togical bimary
function. This expresses the following approximete relationship:
white emigration is megligible (= 0} &s long'as the percentage of
black residents in the neighbourhood remzins below (= 0) the
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third critical value; it becomes non-negligible (= 1) as soon as
the third critical percentage is attained (= 1).

This small example shows us how, Boolean formaliém,'as has.
been developed for the theory of genetics,® could be introduced
to the problem of urban-evolution if the fundamental hypothesis,
rather natural in genetics, were found to be acceptable in this
case £00. Indeed we should be able to classify urban populatlons
into discrete sets, each characterized by a behaviour implying a
series of dichotomic choices. This would mean that ‘threshold
could be meaningfully defined for these p0pulat10ns as a ‘whole
and that nothing essential is lost by neglecting the QBV1ously

continuous distribution of the 1nd1v1dual ‘behaviours.,

The Boolean approach is basically an approximation of the
dyanmics of a complex non-linear éystem,.Which_is'more properly.
described by differential équaticns, Because-bf_this,.it cléarly
cannot give as much information fo'the user. 'Thus, for example,
it can only permlt the discussion of the statlonarlty of a
~ structure and not its stability since stability analysis neces-
sarily implies non-binary "perturbatlons," For the description
in terms of differential equations, "stability" refers both to
the quantitative values of the variables as well as to the
' "organization" of these values in some macrdscopic pattern. LThus,
in the Boolean formalism the whole asPect of "growth" or "decline™
'is missing except When it is involved ‘in trlggerlng structural '
changes. ‘

, As a tool for the planner the formalism has to be taken with
care since it presupposes a workable separatlon of the "lnput" or
"control" varlables, on which the planner is supposed to be able

to act, ‘from the "internal" variables which reflect the- response'
of the system-resulting‘from individuals of the various populations
present, ‘reacting according to the criteria specific to these

. populations. ‘Pianning strategies are meant to be compared by
studying the effects of different sequences of changes in the
"input" or'"control" variables, perhaps involving a subtle fine-
tuning of the tlmlngs of the events in a partlcular sequence.
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The internal variables undergo some corresponding sequence of
transitions and this mey be compared with the various gozls
desired.

In order to extend the temporal range of the model, it is
possible to take into account z coupling between the evolutiocn
of the internal variables and that of the conirol variables, and
different possibilities can be envisaged and studied by supposing
different scenarios.

In the model presented here, it should be pointed out that
the descirption is not a spatisl ome; the evolution of each
perticular neighbourhood, (each with given vzlues of the "control"
variables) is independent: the interazction with the neighbouring
zones is not taken into account. This is oame direction im which
further resezrch will be directed since it is felt that this is
& tather serious defect, Despite the various simplifications
and perhaps over-simplifications invelved in this model, the
dynamical evolution it describes 1s essentizlly similar to thet
of the much more cumbersome differential equation formallism. It
offers therefore some tool of reflection in weighing different
strategies for planners and decision mekers, if the decisiomal
criteria of the various groups znd populations which are in
interaction in an urban area were successfully identified. The
Boolean formalism can therefore alsc be thought of, not only as
béing useful in itself, but also zs a preliminary qualitative
study, which it is worth doing before moving to a more complete,
quantitative/qualtitztive model, should this be necessary.

2.2 A SIMPLE MODEL OF RESIDENTIAL LOCATION

- . Z . - . .
In its present version, the model introduced here is aimed
et showing the possibilities of the method rether them simulating

some aspects of reality: it is not based on field work;

[ oadd

it is
guided only by our intuition of individuzl behaviours, It is
thus quite speculative. Nevertheless it draws its imnspiration
from the situstions with which we have been confronted in the
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city we personally know best: . the Agglomeration of Brussels,
Belgium. : “

We will start by describing the various individual relation-
ships that maintain the different socio-economic agenté (these are
the internal variables: four classes of population and the housing
price). The behavioural equations that follow express each
group's conditions of immigration into and emigration out of any
neighbourhood. Some of ‘the behavioural factors found in these
equations describe the characteristics of the urban environment
that we choose as relevant to the problem (these are the input
variables: population density, quality of the neighbourhood and
home-to-work travel time). After that we will build up the spon-
taneous sequences of immigration and emigration.

2.2.1 The Behavioural Equatioms

Let us imagine a hypothetical "city'™ having four classes of
dwellers whose different behaviours can be explained, for
instance, by cultural and socio-economic:differences: .

- high income residents (Af

- middle income resident (B)

- low income indigeneous residents (C)

- low income foreign minority group (D)

Each class chooses its residential location as a function of a
series of constraints and requirements which are characteristic
and define each class with respect to the others. Among these
are the relevant "physical” characteristics of the city: popula-
tion density (D), quality of the neighbourhood (H) and home-to-
work travel time (T). Four behavioural equations follow (the_
functions a, b, ¢, d), expressing each group's potential demand
for residential locatioms. If the syétem, that is the neighbour-
hood, meets the requirements of one of several classes, the
residential immigration can take place and this leads to the
satisfaction of the potential demand .(the memory variables
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¢, B, v, 6). At this stage, we suppose thet the housing supply
is instentaneocusly adjusted to the demend, i.e., that one immedi-
ately bullds all types of housing necessary to satisfy the demand.
In reality, there can be & long time delay between the expression
of z demand and the building of the corresponding housing type

(it is often the case with sociel housing). The opposite can
however also hzppen: the supply comes before the demand and the
buildings stay empty. In any case, the method could be modified
in order to describe situations where demand and supply are not
necessarily in equilibrium,

The time delay that occurs between the moment where the
potentiazl demand iéhexpressed and the moment where it is sztisfied
is a characteristic delay we will call "migration delay." One
of the advantages of the Boolean formzlism is that one may
differentiate the migration kinetics, by giving different values
0 definite group’'s migraztion delzy for immigration and

ct

=
emigration, but we will not do so here.

To the four internzl variazbles already cited (the four groups
of people), we will add a fifth one of aznother mature: the
housing price (P). The potential veriation of the housing price
depends on several conditions; their formulation lezds to a fifth
behavioural equation (function p). When these conditions azre met
in 2 neighbourhood, the housing price c¢an rise (memory varizble =).

Now what azre the location constraints and requirements of
each class of population and what are the conditions of variation
of the housing price? Since we are in the process of writing
urban planning fictiom, let us imagine thazt the relationships
between people are tzinted by & peculizr tendency towards discrim-
ination: the first three classes reject the foreigners belenging
to the minority group (,8,). The foreignmers stick together (,&,)
for cultural reasons but zlsc because they are rejected by the
other groups (6 is partizlly due to the ¢ of the other groups).
As to the three first classes, they are willing to mix, except
when the population demsity is high: in that case, each of them

rejects the ome which is just below in the income scale
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{(D.g and D.v). Besides these general characteristics, each class-
of population has requirements reflecting a value system of its

own.

Let us imagine for instance that high income residents (A}

accord great importance to the quality of the enviromment (,H,).
On the other hand, their attitude towards indigenous low income
people is less drastic than that towards middle income people they
accept to mix with the former, even at high population density,
providing residents of their own class have already_migrated in
the neighbourhood before them (o + Y). This bridge connecting the
two ends of the economic scale can be interpreted as .a tendency

of some high class people to be interested in low income peopie.
Their hypothetical behavioural equation is then the following:

‘a =8 . H (0B « (¢ + 7).

Middle income residents (B) are relatively sensitive to the

cost of urban living. The urban space is not entirely accessible
to them for financial reasons: they cannot afford at the same
time expensive housing'and high home-to-work travel time or cost
(m*T); but they can afford the three other possibilities (7T,
#+T, 7+T). Yet there is a rider to add here, revealing a wish to
climb the rungs of the social ladder: they like to live in the
vicinity of wealthy people even if it is costly (+ m+T+a)., After
simplification, their equation is the following:

b=26+ (Duy) » (7°T + a).

Indigeneus low income residents (C) are highly sensitive to

the cost of urban living, Their possibilities of choosing a
residential location are even more limited: they can afford to
live in the city providing they have cheap housing and a low
home-to-work travel time or cost (i-f).
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Foreign low income residents (V) respond te the same economic

constraints as the indigenous low income residents. They differ
from them however, by the necessity or choice of living together,

emeT .

[o21]

a =

To these four behaviourazl equations, let us add now the

housing price (F) equation. In a2 first trial, we considered the

housing price as an input variable, but further on we have tramns-
formed it into am internsl verisble, because decision makers
generally cannot contrel it in 2 free enterprise society, We

have made it essentially sensitive to the mnature of the residents:
it goes down when low income peoplé of zny kind immigrate into the
neighbourhood; when these are missing, the housing price goes up
when wealthy people come in or when the neighbourhcod is charac-
terized by a good quality environment and low density.

p = y+8 (a+ H.D).

At this stage of modelling, each economic and social variable
is very simply represented by one binary variable, the value of
whose threshold inm the system has not been determined. Field
work would reveal a greater complexity in the behaviours. For
instance, the critical percentage of the foreign residents in =z
neighbourhood, leading to some reaction om the part of the other
social classes - i,e,, the "soclal efficiency threshold" of the
D variable - could well be different from ome socisl class to
another. One would then need to use severzl binary varizbles to
express these nuances between classes or a delayed multi-level
logical representation.b What is true for an internel variable
is true too for an input varieble: each socizl class may perceive
differently the physical characteristics of the urban space.

The equatioms we have just set up are purely deterministic:
they describe the behaviour of the average person of each social
cless., Chance - i.e., the existence of some irrationality in the
behaviours or the loczl presence of other factors than the ones
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that have been introduced in the equations - this chance does not
affect the individual behaviours (as it does in the models using

differential equations). Nevertheless it does influence the final
states by its intervention in the choice of the initial states,

At the end of this paper, we will moderate the deterministic
nature of the individual behaviours by introducing a random
variation around the mean of migration time delays. From given
input and initial states, we will finally end up with an estima-
tion of the probabilities linked to each stable state (see the
results of the simulations in Figures 26 and 27 and in Reference

7).

2.2.2) The Decisibn Variables

The input variables express the influence of the outside
world on the system.. They immediately emerge from the behavioural
equations of which they are parametérs. They characterize the
"physical" nature of the neighbourhood, For the urban planner,
for instance, they are decision variables, the channel by which
‘he can make the urban structure change.

Population densiﬁy (D) is indeed often determined by local
land use plans. l

Neighbourhood guality (H) is alsoc largely influenced by land

use plans. One could consider it as a function of other input
variables, such as the type of housing, the type of environment,
... that we will not define here, '

Home-to-work travel time (T) is largely determined by the
location of jobs and tranéport networks; it can be interpreted
also as the cost of transportation. . It is typically the kind of
variable that the urban planner can control,

in‘the‘model, the three binary variables‘associated with the
three decision variables take the value 1 when they overstep an
arbitrarily chosen threshold, '

Figures 15a and b synthesize the functioning of this hypothet-
ical model. ' ' |
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Internal variables

Residents:
A B C %
migration conditions
or potential demaznd for
residential location
a b c d

effective migration
or satisfaction of the
o 8 Y ¢ potentizl demand

Housing Price:

conditions of variation

T effective variation

Input variables

D : population density
E : neighborhood quality

home-teo-work travel time or cost

]

FIGURE 15a., VARIABLES OF THE MODEL
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Aij o ) Y $
ul i - - -
o + + 0 0
B - 0 ¢ 0
Y - - 0 0 Aij
[ - - - +
D - - 0 | 0 +
| 0
H - + 0 0 0
T 0 - . .

: Effect of thé

variable in the
row 1 on the

. variable in the

column j.

H positive feedback
: negative feedback
: no feedback

FIGURE 15b. FUNCTIONING OF THE MODEL -
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2.2.3 The Collective Structures, Projected imnto & Theoreticel
1City ’

The state tzble (or flow teble - Figure 16) describes all
the possible situations for the system. The system - zs we have
defined it - is the neighbourhood, Consequently the tzble gives
us az complete theoretical descriptionm of a2ll types of neighbour-
hoods: each column represents a “physical” situation znd each
line a socizl content. Nevertheless the whole table does mot

represent a city because the neighbourhoods do not interact with

each other (&s they do in the models using differential eguestions).
It would be an important improvement to the method to introduce
interactions between first neighbours; the model would then give

a global description of the city instead of a2 loczal one. In this
tzble, zlmost a2ll states except for a few, are unstable.

It is then important to define the concept of stability when
it is zpplied to the city which is characterized by change. This
will lead us to specify the nature of the urban problems which
will be the mest suiteble for Boolezn treztment, as well zs to
define the time scale in which we operate. The stebility of the
final state is such thet neither input verisbles, not internzl
variables will be allowed teo change value. This implies & certain
permanence of the urban structures which will not be zlliowed to
very enough to make any variable pass from one logiczl state to
another. This constrzins the neighbourhoods to remain qualitetive-
1y unchanged but do§§ not exclude guantitative modifications, such

~~~~~ i

as people's and firms' migrations, on the condition that the
qualitative bazlance be untouched. Then we see that the Boolean
formalism suits urban development problems (qualitative changes)
better, by definition, than urban growth problems (quantitative
changes), because of its intrinsic sensitivity to the former. As
to the time scale, it has to include both the characteristic time
required to go from the initial state to the finzl state, as well
a5 2 time sufficient te show the stability of the final state.

This implies that the input variables be unchanged, and comsequent-
1y the "physical” structures of the city be relatively permanent.
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Since these physical structures (means of transportatiom, £irms'
technical requirements, ...J) are largely dependent on the technica-
economic sysiem, the time scale Is then reduced to the short znd
middlie term which, by definition, excludes the possibility of

eny modification of the techmnico-economic system. Nevertheless

it is possible to lengthen the prediction term of this type of
model by defining a temporal sequence of imput states, This
sequence has to be arbitrarily chosen since it cannot be predicted
by the model.

One czn give a spatial image to this stzte table by imagiming
2 theoretical city which would show the mzin tendencies observed
in reality. A real city may be cut up on the basis of criteris
such as the ones we have defined as input variazbles (population
density, neighbourhood quality and home-to-work travel time),
since we observe that:

- the population density decreases exponentiazlly to the
periphery and increases zgezin in the surrounding sztellites; iIn
the center, two cases are possible: the density reaches its

maximum 0r decreases to form what is called a density crater;

~ the main employment areas are the central business district
(C.B.D.) and one of several industrial areas; generally arranged
along an axis;

- the neighbourhood qualiity is generzlly mediocre in the
C.B.D. znd around industrizl areas; good in the periphery, in the
historicel center &nd, in some Cases, in that pert of the C.B.D.
that has been recently remnewed,

In order to define the specific theoretical city we are presenting,
we have hed to make two choices. On the one hand, we heve chosen
its physical characteristics so as to meke it look very much like
the Agglomeration of Brussels, Belgium, so thzt we would fimally
be zble to illustrzte theoretical results with the rezl situation.
Nevertheless the theoretical city is much larger than Brussels
(since it includes statellites) and the variety of mneighbourhood
situations is wider in order teo make it match 211 the cases

contazined in the state table, On the other hand, we have been
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forced to locate the soc1a1 ef£1C1ency thresholds in an arbltrary
manner, since we have not determined thelr values or their
~existence.

The resulting cuttiﬁg is inevitably arbitrary withithe fol-
'lowing characteristics (Figure‘l7):' the iﬁduStrigi'areas are
arranged along a S.W.¥N.E. rapid-transit.axis, going tthﬁghjthe
- C.B.D.; the factories located at the S.W. end of the axis have
in fact closed down. The populatibn density forms a central
crater, diminishes to the periphery and increases again in three
residential satellites located in the urban fringe. One of them
~only is well linked to the C.B.D. by a rapid means of transport.
The neighbeurhood quality is mediocre along the industrial axis

and ‘in the Northern satellite.

Let us build up now the-input‘state map {Figure 18). " If one
takes n criteria to each of which is associated a binary variable
(as it is the case in this study), each portion of the city will
be characterized by one of the 2n possible combinations of values
of the n binary vériablés. In our case, each area df the theoret-
ical city will be defined by three numbers, corresponding to the
‘columns of the state tablé, .If D represents the population density,"
H the neighourhood quality and T .the home-to-work travel timé,
each input state will have the following meaning (s):

DHT

000 depopulated industrial center

- secondary pole of indusfrial employment

0 01 -.1oW quality suburb (residential area mixed w1th abandoned
factories for 1nstance) B

610 - depopulated historical center, renewéd center of C.B.D.

| - pleasant peripheral'residentialarea,well linked to the

employment areas : :

0 11 - pleasant residential suburb badly 11nked to ¢he employ-
ment areas S

1 00 - part of the first dehse‘fringe surroundlng the C.B.D.
where re51dences and factorles are mixed
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1 01 - industrial sztellite, badly linked to the employment
zreas, showing z dominant dormitory function
110 - part of the first demse rimg, surrounding the C.B.D.,
' showing & high neighbourhood quality (renewed or histor-
ical populzted zreaz)

- pleasant residential satellite, with & dominent dormitory
function, well linked to the employment areas by & repid
meeans of transport

1 11 - pleasant residentizl satellite, with z dominant dormitory
function, ba&ly linked to the employment areas.

Looking zt the state tzble (Figure 16), we motice thet =z
neighbourhood can reach different stable states even though it
ig in the same physicel state (column). Indeed, the behavieoural
equations, while essuming an aversge mechanism of interzction at
the individuzl scale, do not determine in an unequivocal manner
the final state of the system at & collective scale, i.e., the
distribution of people and housing price in the urbam space. The
factors inflvencing behaviour do mnot imntervene solely; the choice
of the initial state. - that is the history of the system - may
considerably mcdify the final state. The change of vzlue of one
internel variable, is in some cases enocugh to make a verydifferent
situestion arise.

The following example illustrates the influence on the
system 0f a change of value of the intermal varaible §. Let us

teke zlso this opportunity to explain in detzil how the state
table should be used,

First case

Input state (D,H,T): 000
Initizl internal state (7, o, B, vy, ¢): 00000

internal states | D,H,T: 000
t 00000 —b-001104

t o+ A*1c>00100 — 00110,

t + 0t 00110 — 00110
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Going back to the state table (Figure 16), let us choose the
column corresponding to, the input state (000)-. In this column
are written the values taken by the behavioural equations [p, a, -
b, ¢, d) for each p0551b1e_1nterna1 state {7, &, B, v, &) indi-
cated in the very first colﬁmn‘on the left. Let us pick up the
chosen internal state_(OOOOO) at time t. We see that the cor-
responding values of the behavioural equations are 00110.  This
means that there exists a demand for locatibn'in the neighbour-

- hood from the part of two groups: middle income‘residents and
indigenous low income residents. At time t + A t the two groups -
might be present in the neighbourhood at a concentration higher
than their threshold and the cdrreéponding-internal state might
become 00110. . However, the 1nterest1ng point here is that the
immigration delay of each group in the neighbourhood w111 probably
be different. Two situations are possible: '

- The middle in;dme residents enter the neighbourhood more
- quickly and exceed their threshold at time '
t+ bt The next internal state is then 00100.
Now let us go back to the first‘columh on the left and select the
new internal state 00100. What are the corresPUndlng values of
the behavioural equations’ It is still the same: 00110 This
" means that the second group does not see any objectlons to the
presence of the first one in the nelghourhood So they can come
" in and the new internal state at t + A t, will then be 00110.
Since the correspondlng values of the behavioural equations are
identical to the internal state, the system has reached a stable
state.  In order to have new spontaneous tran51t10ns, somethlng

will have to change in the imput state. -

- if the 1nd1genous low income - re51dents mlgrate flrst, the
sequence will be the. follow1ng

internal states D,H,T,: .000
t 00000 - —#-001103

t +.4t,( 00010 —» 001105

t AtZCOIZLO —> 00110
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The final stzte will be the same but we will see later on
that it is not alwzys the case.

]
by
)

two possible sequences of spontaneous transitions are summari-

™
m
Q.

the following way:

t t-"rAtl t+At2

00000—2— 00100 — Y 00110 first case
\;\\\\\00610 — B o110 second case

The definition of the time delays will make the system chocse one

trajectory or the other,

Second case

input state (D,H,T): 000
nitial internal state (m, @, B8, v, &): 00001

-

In the sazme Input state column as the previous case (000}, let
us choose 00001 as initial internal stzte. The corresponding
relues of the behavioursl equations sre:

internal states D, H, T: 000

00001 ——= 00001

We see that the potential demand for migration expressed by the
two previocus groups does not exist, not because of the "physical”
conditions of the neighbourhood but because of the presence of
foreign low income residents &t a rate sbove their social
efficiency threshold. Their presence is considered zs fepulsive.
The system will then stay stable. So under the same "physical"
conditions, the fimal structure of the system will bevery  ~ -

different.
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The system - as it has been defined - can reach seven
different states (n, o, B, v, 6) (Figure 16):

- at low housing price:
three situations of one class dominance:

00001 foreign low income residents
00010 indigenous low income residents

00100 middle income residents
two possibilities of mixing two groups:

00110 middle income and indigenous low income residents
01010 high income and indigenous low income residents

one possibility of partial integration:
01110 'mixing of the three:indigenous classes

- at high hou51ng prlce, there is only one p0531b1e stable
state

11100  the ﬁixing of the two highest income classes

The projectién in space of the stable states (Figure 19),
on the basis of the input states map (Figure 18), gives an image
which is a bit confused of the spatial organization of the ,
theoretical city. However, the maps showing the pOSSible loca-
tons of each social class at stable states (Figure 20 a,b,c,d)are
somewhat clearer. We will comment on these later on. |

Doing the same operation for the housing price, we get a
map showing the stable spatial distribution of housing price
{(Figure 21), which is qualitatively consistent with the real
situation of a city llke Columbus, Ohio (Figure 22)
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{e) . high income
residents

(b) middle in:m@e
resigents .

FIGURE 20a,b. ‘THEORETI'CAL CITY - POSSIBLE LOCATIONS OF THE
‘DIFFERENT SQCIAL GROUPS AT STABLE STATE: (a) HIGH INCOME
RESIDENTS, (b) MIDDLE INCOME RESIDENTS It :



[g) indigenous lox
incame resicents

{d) fareign low incoms
residernts

FIGURE 2Z0¢,d. THEORETICAL CITY - POSSIBLE LOCATIONS QF THE
DIFFERENT SOCIAL GROUPS AT STABLE STATE: (c)} INDIGENQOUS LOW
INCOME RESIDENTS, (d) FOREIGN LOW INCOME RESIDENTS
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FIGURE 22, (CQOLUMBUS, QOHIO - AVERAGE RENT AS A FUNCTION OF
THE DISTANCE TO THE CITY CENTER - THIS PROFILE CORRESPONDS
TO THE AXIS DRAWN ON FIGURE ‘21.
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2.2.4 The Comparison of ‘the Theoretical City with 2 Real City

Before ”comparing"fthe theoretical results with the 1a£est
census of the Brussels' population, it 1s necessary to describe
the "physical" characterlstlcs of the Agglomeration (Figure 23)
Divided into two parts by a 5. W.-N.E. canalized river, hugged by a
railroad line, the Agglomeration of Brussels is crossed today B
by an ;ndustrlal axis passing through its center (this center is
symbolized on all maps by the pentagon that used:to form the

"walls of the ancient city), Small factories and often damaged
0ld houses are intimately mixed along this axis. The ancient
city, depopulated today, has developed a classical central business
district on the eastern bank of the valley.. Around this area,
there is a ring of densely populated old neighbourhoods which is
the zone corresponding to the first expansion of the city outside

- its walls. The population density decreases to the periphery so
that one proceeds little by little from a dominance of compact
apartment buildings to a dominance of singlé family houses with

much open space, To the South, a beautiful old beech-grove is
one of the most attractive spots of the Agglomeration.

For Brusséls,‘there is no information available about any
critical values of the input variables corresponding to the
social efficiency thresholds of the model. Thus we are forced
to leave it to the imagination of the reader to interpret the
features of the map described above by trying to locate estimates
of these thresholds in space. | ‘

We also have no information about the corresponrding values
for the internal variables. As a matter of fact, the only infor-
mation we have is the sPatiél distribution of the socio-economic
characteristics of the Brussels' population. - This could be
interpreted as a spatial image of the values reached by the
behavioural equations of the model. Consequently, here again,
we are forced to choose arbltrarlly the real values correspondlng
to the hypothetical thresholds.
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Because of the limitations of the 1970 populatlons census,6
‘we have approxlmated income classes with occupat10na1 classes:

- 'hlgh income residents correspond to profe551onals,
employers and high level employees;

- middle income residents to the other types of employees

- 1ow income residents to workers.

: Figures 24 a, b, c, show the census tracts ‘having a proportion
of each of these occupatlonal classes hlgher than 1ts average
proport;on in the:Agglomeration (percentage of the total active
population). As to the (active and non active) foreigners, the

' census gives only their proportion im the'totel‘population,
whatever their activity may'be (Figure 244d). '

The internal structure of the theoretical city is vagﬁely'
consistent with.the reality of the AggIOmeratioh of Brussels
which does not have any peripheral satellite inside its admini-
strative limits. 'Indeea high income famiiies (Figures 20a and
24a) carefully avoid the induStriai gxis on both maps;'in Bruséels,
they seem to concentrate around public parks and in the peripheral
-neighbourhoods where single family houses are predomlnant. One
finds them alsc in the restored and renewed parts of the center.
It seems that they are more sensitive to den51ty than indicated
in the model. ' The middle income residents (Figures 20b and 24b)
mix with industrial activities only where the populetion density
is relatively 1ow;'they effectively seem to be rather sensitive
to population density The workers in Brussels (Plgure 24c) are
clearly limited to the areas close to the industrial axis. A
comparison with the forelgners' map (Flgure 244dY shows that the
foreign workers concentrate around the 'C.B. D, “while the 1nd1genous
workers have a tendency to spread along the industrial axis. This
difference in the spatial distribution of workers, accordlng to
their nationality, does not appear on the theoretical maps
(Figure 20c,d) which, in other respects,.reproduce quite well the
overall tendency of workers to locate close to the 1ndustr1a1
‘areas.
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v industsial ares
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of the Acglomerstizn @ 28.7%

FIGURE 24z,b. AGGLOMERATION OF BRUSSELS - LOCATION OF RESIDENTS
BY OCCUPATIONAL CATEGORIES - 1970: (2) PROFESSTONALS, EMPLOYERS
AND HIGH LEVEL EMPLOYEES, (b) OTHER TYPES OF EMPLOYEES
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FIGURE 24c,d. AGGLOMERATION OF BRUSSELS - LOCATION OF
RESIDENTS BY OCCUPATIONAL CATEGORIES AND NATIONALITY -
1970: (c) WORKERS, (d) FOREIGNERS
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With the same data, let us now draw & map of the 1970

residential cohabitations (Figure 25). Arbitrarily again,
two classes of population cohabit in a neighbourheood when the
proportion of each of them in the neighbourhood cversteps its
average in the Aggiomerstion, diminished by 20 percent, These
cohabitations im 1870 azre not always stable states. Some aresas,
we know, have started to undergo = deep tyamsitiom process, It

is the cease, for instance, of the vast Scuth-Western area where
high income families mix with workers: it is the last rurzl ares
included in the Agglomeration limits which has undergone the
classicel process of urbanization by expansion of the urban fringe,

ther areas have been stzble for some time: the Southern wezlthy
neighbourhoods, for instance, and the central foreign neighbour-
hoods which will stay foreign and poor for a long time, even
though they zre submitted to & strong demographic pressure and
because of thet changing quickly. But information is missing
about this problem of meighbourhood stability,

When we compare the map of all the possible stable states iIn
the theoretical city (Figure 18) with the mep of existing states in
the Agglomeration of Brussels (Figure 25), we notice that the resl
situation looks much simpler than the theoreticzl ome. Whatever
the area, z selection seems to operate among the possible stable
states in order to promote one or two of them, In other words,
in any area, each possibie stable state does not have the same
frequency of occurrence. In order to meke this type of model
more realistic, we should then associate & probsbility to each
possible stazble state. This is what we have dome with the help
of computer simulstions, as we will see later on. For the moment,
let Us @nazlyze in detail the dynamics of the model in order to
appreciate how the Boolean formalism could help in meking planning
decisions.

2,3 BOOLEAN FORMALISM, A TOOL FOR DECISION MAKING?

The Boolean formzlism, when it Is applied to the study of

our hypothetical city, allows z complex situation to be clarified,
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FIGURE 25, AGGLOMERATION OF BRUSSELS -
OCCUPATIONAL COHABITATIONS - 1970
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and according to which one can adopt two types of attitudes:

- on the one hand, ‘one can wish to maximize cne's indivi-
dual interest: for example, a household looking for
the best residential location or an entrepreneur trying
to maximize his profit;

- on the other hand, one can wish to prombte the collec-
tive interest of the entire urban community, knowing well
that there is often some conflict between the indivi-
ual and the collective points of view, This will be
the goals of the urban planner znd, sometimes, of the
politician. | |

Even though the Boolean formalism allows us to adopt ‘either

of these points of v1ew we will consider here only the second
case: the case of the urban planner who is confronted with the
necessity of adapting the urban sPacé to the development
constraints.- | |

2.3.1 A General Development Policy or the Search for Coherence
Between ‘Goals and Means

Let us imagine the case of an urban planner, taking as a
goal, the integration of the different social classes in the
theoretical city. Implicitly he tries to reach his goal with 2
strategy which would eliminate a maximum of undesirable effects.
Furthermore, he wishes his goal to be maintained in time:
so this has to be a stable state. Consequently, he wants
to reach a stable state which is as close as possible to 01111 or
11111. The tendency of the three indigenous classes being to
exclude foreigners, it is not surprising to find that in the
state table (Figure 16), there is no stable state integrating all
sbcial classes. The stable state being the closest to this goal
is the one that integrates the three indigenous classes: 01119,
It can be reached only in a low density and nice mneighbourhood
which is close to the employment areas (column 010) and where
housing prices are low.
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In these conditions, the urban planner's reasoning will be
the following: »
For the integration of the foreigners, there is only one solution:
change the behaviour of the three indigenous classes with regard
to them and this will lezd to a change in their behaviourzal
equations, For the integrztion of the three other classes, there
are & lot of possible solutions, dominated by these two require-
ments: put the mneighbourhood in the input state (column 010)
(D,H,T) and let the housing price be low (r = 0) '

- fix a maximuom to the population density which is lower than
the threshold for which the inter-class rejection takes
place. Employment continuing to increase spontaneously
in the center, the home-td-work travel time will tend tao
increase and meke the variable T turn to 1;

- there are two possibilities of mezintaining T a2t the value
0:

1) if one wants to keep centralized the intermal struc-
ture of the city (which is its spontaneous tendency),
one should stop the growth of the city and carry
forward the overzll urban growth on other cities of
the region;

2) omn the contrary, if one does not want to stop the city
growth, it becomes necesszry to change its inmternzl

structure, Here agsin there are two possibilities:

&) decentrzlize the employment to the periphery
b) or improve the transportation system
- this being ensured, maintain the housing price at a low
level. A new choice zppears:

1) stop land speculation
2) or increase the income of the low income classes,
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Obviously the means suggested by the stabie table are not
all equivalent; some of them are feasible for the planner, others
are not. Everything depends on the room he has for maneuver in
a specific socio-economic system, It falls to him to appreciate
his constraints., This information about the coherence existing
between goals and means is of a crucial importance for the plan-
ner.

'2.3.2 The Planning of a Specific Neighbourhood or the Search for
‘ the Best Strategy of Investments

| Maintaining the same goal of social integration - 01110 -
“let us imagine a nice neighbourhood (H = 1), close to the employ-
ment area (T = 0) and let us consider this case at low and high
densities, starting from the initial state 00000, How could a
planner program the right sequence of.iﬁvestments?

a) at low density

The detailed description of all the possible paths that the
system can follow gives the entire spectrum of possible invest-
ment strategies. All paths do not lead to the goal 01110 and,
_among the ones that reach it, some are better then others,
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Input state (D, H, T): 010
Tnitial state (%, o, B, v, 6): 00000

T 118008 11100
R
01100—"——11100
\
Y i
;;01110 1
-
i |
01010mmbusn 01110 : goal
‘ .
81100 10 |
: |
l
11100 |
/l
10100—%—11100
00110
—8 00110 —— p0ssible stre-
tegies of invest-
ments

Indeed it is only the bullding of wezlthy or middle income
family residences first that will lead to the gozl.  The building
of low income family houses first would def*nitely'divert the system
from the goal. But in these conditions the decision maRET is cop-‘
fronted with 2 possible increzse in housing price durlng the execu-
tion of his project, and because of this, the system can be diverted
from the goal at any time. How could the planner evaluszte the
chances of success of the chosen strategy?

65



Cbmguter simulations are able to give some elements of the
solution'(£or details of these simulations, see Reference 7).
Let us suppose that the immigration (¢) and emigration (o) delays-
of the social.groups, on the average and in any neighbourhood,
- obey the following relationships:

) <e(B)<e (o) <e

e(@) = o()
e(B) = o(B)
e(y) = oly)
e(8) = o(é)

Thus we assume that the most mobile residents in space are the
foreign low income families and the most stable ones the indigenous
low income families. Let us maintain constant these migration
delays (arbitrary chosen as 20, 30, 40 and 50 with a random
variation of 20 percent around these averages) while allowing the
time delay of the housing price to vary (turn-on delay). '

The probability for the occurrence of a stable state strongly
~varies as a function of the housing price rise delay (Figure 263o¥_
When the land speculation is intense and the price rise is fépid,

the threshold value is quickly exceeded and the only possible
state is 11100. The wealthy families are the only ones who can
afford land speculation of such intensity and middle income
families who are intént on clibing the social ladder, When land
specualtion becomes weaker, the rise in the pfice of housing takes
longer and the most probable state is still 11100, Two other
stable states appear however: 01110 (the goal) and 00110 (the

" mixing of middle income families with indigenous low income
families). A further lengtheniﬁg of the delay strongly increases
the probability of occurrence of the goal (01110), gives the
00110 state with a low probability and gives zero probability for
the state 11100. o )

In this theoretical example, we see that the probability of
occurrence of the goal is.a function of the rapidity with which
the price of housing rises. In reality (Figure 25), the frequency
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of occurrence of z state depends om the location of the meigh-
borhood in the city. In other words, this would mean that the
intensity of land speculation, yaries in the urban space and that
computer simulations of that kind would probably be able to give
some informetion about the spatial distribution of the speed of
variation of the housing price.

Investment strategy should include z variable fraction of
its costs used to cut down on land speculation. Here agzin, the
urbzn planner is free to choose the best way to do so, according
to the economic system involved. He could even try to mazke =
cost-benefit amalysis of different development strategies.

Other initial conditioms - 11111 - still a2t low demsity
(Figure 27), give a very different probability distributiom of
the goal 01110 which can be interpreted as the influence of
history on the fimal state of the system. In this case, the
influencing factor is no longer the rate at which the price of
housing rises, but that of its fall (turﬁ—off delay}. The
temporal strategy will be modified. On the other hamnd, it is
only from this initial state that one sees the formation of ethnic
neighbourhoods. Foreign immigrants must be imposed on the system
explicity; they do not-appear spontaneously in the neighbourhood
by the internzl dynamics of the system.

b) a2t high density

At high densify, whatever the initial stste may be, the
goal 01110 is unattainable (Figures 26 and 27). (See next page.)
Residential segregztiomn greatly increases, as one would expect
from the equations. Here zgzimn, the initiasl conditions strongly
influence the stable states (Figure 27).
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CONCLUSION

The Boolean formalism has the great advantage of being easily
adaptable to the dynamic analysis of complex systems. It remains
manageable when & continuous formzlism, although attractive
because of its>greaper analytical power, becomes too complex to
handle, Its flexibility, its simplicity and the rapidity of
analysis that it allows could mzke it z precious help to decision

making in socio-economic matters.
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‘Initial state 00000

Each point of ‘the curves is the average calculated from eight
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terized by variable turn-off delays of the housing price

(arbitrary units from 5 to 85). For each simulation, the

- values of the delays are randomly chosen in a range of

20 percent around the values.
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Initial state 11111
The simuletion method is the same but here the average is computed

from variable turn-omn delavs of the housing price.
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3. DYNAMIC'MODELS OF COMPETITION BETWEEN TRANSPORTATION.MODES
3.1 INTRODUCTION -

In the preceding reports,; we have ‘attempted to analyse models
describing the_creation‘and evolution of urban structure. However,
transportation within the city was treated in 2 véry summery
_fashlon where only the geometrlc distance between the trip
origin and destination was used. This is of course a vast over-
simplification, and as has been shown (Adams, Figure 28) the
development of a particular form of transport results in a
particular type of urbanization. Trams, trains and highways
promote a directional urban development, while the initial stage
of pedestrian travel, and the later one of automobile trips pro-
mote a compact circular form. . '

- While it is true that the type of transportation available
will influence the urban structure, the inverse is also true
since the construction and operation of a public transport
facility, {train,3subﬁay,fbus,'etc.) require a certain transport
of population density and transit demand aleng its path. Thus,
the location of employment and residences in the urban structure
will depend on the availability of urban transport,-and-vice
vetsa._ Ultimately;_our aim is to include this mutual depéndence
. in our equations for the evolution of the urban structure, but
here, initially, we will. consider the ‘simpler problem for which.
" the transit demand is given, and the different modes of transpor-
tation are in "'competition SYmb1051s" or "parasitism".

The dependenée of the optimal usage of a means of transporta-
tion on the distance involved (Flgure 28), leads us to suppose
that the solution to the problem of urban transportation has the
form of a complex hierarchy made up of inter-dependent modes.

The complexity of such a problem may be gauged from the study of
the competition between tWo-transport modes for the clientele of
- a given trip, where such factors as the "guality" of the transpor-
tation offered, and the imitative behaviour of people may play a
decisive role. ' |
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3.2 MODELS

3.2.1 Introduction

- The models which we shall present are models of choice among
different transportztion modes, Qur purpose here is not to
develop 2 model of transportation choice which reflects the
actuzl aznd complex decisions which go into such choices by
different groups of individuals. Rather it is to présent 2
methodology which is dynemic and which zllows inherent fluctua-
tions in the behaviour of the individuals to play z role (and
often it is & fundamental ome) in the determinaztion of the way
the system responds to differemnt mede choices,

We consider the case of choice between two modes of transpor-
tation. Let x and y be the number of individusls who choose
transportation mode 1 and Z respectively, Let Al and A, be the
attractivities of transporfation modes 1 znd 2. Let D be the
estimated number of people who want to go from point A to point
B, and assume in this first approach that D is constamnt (though
in reality D is & function of the locational processes), When
the system reaches statiomary state we have

X A y A
S - 1 = P_' and -—§. = .__2—.__ = PZ ® (8.}
= D

D Al + A,

In general A; and A, are functions of x and y. System (8)
can have more than one solutiomn, It is not possible to know
hout some additiomzl informeztion which solution the system
will adopt, 1In fact we must provide the system with informztiom
on its dymnamic evolution in order for ‘it to integrate different
historical occurrences which will determine the final solution
.adopted by that system. In generzl the system will remember its
initial conditicms (xo and yo) end the perturbations, both exter-
nzl and internazl, which have occurred in its history. 1In this
case only the densities of x and y will be subjected to perturba-
tiomns.



3.2.2  Development of the Dynamic Equations

Taking an approach often used in ecology, we write the law
of evolution of the variable z, defined by

Z =X +Yy, ' (9)

as

z2=D-12, ‘ C(10)

where z = dz/dt (t denotes time). In equation ClO) the parameter
D, which is a constant, is usually called the "carrying capacity".
The value of the carrying gapacity determines the final state
reached by the system,

For the variables x and y we assume the same form for the
equations of evolution: '

x = Dy - X and y = Dy = ¥ (1D

D1 and D, being known functions which must be determined. Since
equation (9) holds for all times t, we have

D, + D, = D. | (12)

The equations of evolution of the variables x and v, given equa-
tions (8), will therefore be

X & m—— - X and y = — -y : (13)
Ay * Ay A+ Ay

Note that the carrying capatities in the equafions for the evolu-
tien of the variables x and y are functions of time,

In order to illustrate the behaviour of the equétions (13)
we have sketched the evolution of the variables x and y for the
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case when P; = Pl(x,y) is given (Figure 30). In general Pl[x,y)
is not known. Figure 30 shows graphically that z tends asympto-
tically to D, a5 is obtained by integretion of equaztion (10) over
time. The curve represented by DPl(t) is taken as given ané the
curve labelled DPz(t) is obtained from this by use of the fact
that P, + Py = 1, The curves for x(t) znd y(t), which mzy be
obtained by numerical integrationm of egquatiocns (13), are also
sketched in the figure: It is apparent that the solutioms x(t)
and y(t) tend asymptotically to DP4 and DP2 respectively, and,
for all times t, x + ¥ = z.

Note that when Py and P, are given by equatioms (8) it is
not possible in general to compute analytically the sclutioms
x(t) and y(t) of equations (13). - However, mathemasticel techmigues
do exist which provide information on the evolution of the system.
FOoT our purposes we may use bifurcation anzlysis, which yields
information on which possible final solutions are accepted by the
system &5 well as information om their stebility properties when

subjected to perturbations in the densities of x and y.

3.2.3 The Theoreticzl Models

The models presented here do not pretend to tzke into consid-
eration 21l decisions affecting mode choice., We prefer instead
to develop simpier models which may be computed analytically.

This is done in order to be able to show some of the interesting
properties which eppear whgthl and P, are functions of B
the state of the system. (See equatioms (8).)

3.2.3.1 The First Mcdel

In order to define the model we must give az particular form

to the attractivity functioms, A, and A,. We suppose that these

1
functions depend solely on the speed of transport. We assume that

= =P = 49
Al = Vi and Az_— v (14)



| mxw)(t) __

FIGURE 30. EVOLUTION OF x AND y WITH TIME
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where vy and v, are the velocities of modes 1 and Z respectively,
and p and g are positive exponents. We suppose, for example,
that mode 1 corresponds to the zutomobile and mode 2 to the bus,
there is no interaction
is not difficult, how-

We further assume, in this example, that
between the two transportation modes (it
ever, to remove this restriction).

Figure 3la shows the essumed dependence of the velocity of
cars on their demsity (the congestion effect - see Haight, 1963,
Ref.2). ©Por the velocity-density relationship for buses, we as-
supe, in addition, that the supply tends to adjust to the demand;
that is, 2s more people demend bus transit, more buses are put
into service, which results in z reduced overall time of transit
(waiting plus riding time). This felationship is sketched in
Figure 31b. :

We may fit the curves of Figures 31z and 31b respectively by
the following snzlytic expressions:

1 - gyt
V), = e and v, = -y {15}
1 2 T
g + bx C + ¥'s

where a, b, ¢, ¢, s, n, and r are positive constants and n < r.
For example, if we tzke for the velocities of mode 1 (the car)
and mode 2 {the bus) the following:

v. = S and v, = 8y (16)

a %+ x ' c +y
and for the exponents of equatioms (14) the following:
P=gqg-=1; (173

the equations for the time evolution of transportation modes
1 and 2, equations (13} then become .

o D i éy 7 « - -Dd 1 . _dy -
x= gox/ EExfes y) ¥ = -E"izf /T F= 7 eF y) b4
(18)
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(a)

(b)

FIGURE 31. VELOCITY DENSITY RELATIONSHIPS (a) FOR THE CAR
MODE AND (b) FOR THE BUS MODE.
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It is easily verified that the finzl stationary states of the
systemw {x = 0, vy = 0) are such that

X, +yg = D. (123

Using this relationship to find the values of the stationary
states, we see from equations (18) thet the state (x = D, y = 0)
is & stetionery state. We can therefore write the eguation
giving the values of the other staztionary states in the following
form:

ax? + (1 + da)x - (c +D) = 0. 2

Then system (18} has the following three stationary solutions:

x' =D,. y' = 0. (21)

to-(de + 1)+ ((de+ 1P+ a(c » DOE (22)
2d

x < 0. (23)

The solution (x , y ) is physically not acceptable because x is
negztive (or zero). The solution (x, y ) is physically accept-
~2ble only if (see equetion (19)

D>x . (24)
We may put this condition in the form

D> 1/2 (-2 + (2’ + 4c/)H2y o (25)

Solutions (21} and (22) are vepresented graphically in Figure 32Z.

We thus see thet, for ez sufficiently lerge transit demsity,
D, the system accepts & solution other than given by x' =D, y' =
0 (81l cars). In fact, in this example, the system can tell us
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FIGURE 32. SOLUTIONS x' AND x* OF EQUATIONS (21) AND (22)
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which solution will be adopted even if we do not know its
historical evelution. The system will adopt & solution only if
it is sufficiently stable to fluctuations in the densities x and
y. The laws introduced describe only the average behaviour of
the densities, but perturbztions around this average behaviour
are inevitable., In our example a stability celculation® shows
thet the solution {(x', y') becomes unstzble if the demsity, D,
becomes large enough (whether casused by fluctuations or by other
means). All perturbations (6x, d8y) around & stationary state are
assumed to vary with time according to the function exp (ut).
The stazbility of the stationzry state will depend on the sign of
u. If it is positive the systemn 1s unstable to perturbations;
if it is negative the system-is stable to perturbations., Then
the solution (x', y') becomes unstable when

D> 1/2 [-2 + (a2 + dc/)M/?] = 1 . (26)

Note that this stability condition is identical to the condition
for existence of the solution x in this case.

Figure 33 presents the bifurcation diagrams showing the
different finzl solutions the system may adopt and their stebility
as a function of the parameter D, We see in Figure 33 (b) that
if D < D, then the transit density is mot sufficiently large for
the Initiationm of & bus service: the only stationary state
permitted by the system 1is the state (x' = D, v' = 0). However,
for higher densities D > D¢ the share of pecple teking the bus
mode, v/D, increases.

§_ << x 5. << Y+ (27)

In the cazse where Yo = 0, the perturbation must be introduced as
an extermal factor (corresponding to 2 new transportation mode).
The theory developed here thus tells us the conditions under which
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FIGURE 33. BIFURCATION DIAGRAMS OF (8) x VERSUS D AND (b) y VERSUS D .
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the system becomes unstable with regard to the introductiocn of

2 new transportation mode. The condition in which the system
accepts this new mode of transportation (D > D<) obviously depends
on the characteristics of the existing transportation mode (the
parameter a) end on the characteristics of the new one (the
pzrameters ¢ and d). (See equatiomns 16 and 26). The fundamentzl
role played by the bifurcations has been illustrzted by this
exampie,

Figure 34 sketches the evolution of the velocities of each
transportation mode znd the average velocity in the sysitem as
functions of the density of transit, D (computed when the system
has reached the staztiomary state].

3.2.3.2 The Second Model

In the first model, we introduced a clazssicel effect for the
attractivity function, nazmely that as the speed of z transporte-
ticn mode increases, the attractivity of that mode increazses,
There are other factors, psychelogical for example, which also
infiuence the choice. Publicity and increased informatioen zbout
@ particular mode, for instance, may influence an individuzl's
choice. In a.similar vein the process of imitation for people
teking & particular mode mey partially explain some existing
situations. We will show in this secticn that these kinds of
effects can considerzbly increase the richness of the behaviour
of the system.

We now introduce intec the attractivity functioms, psychologi-

cal factors, F., to obtsin

l)

= P = v3fF, .
Al = vlFl and AZ = VZPZ (28)

For the functioms Fi we take the following simple forms:

Fl=8

1 X and F, = 65 + 0,7, (;93

85



| T~ ~—~——car without bus
N i

1 a o D

FIGURE 34. CAR, 'BUS AND AVERAGE VELOCITIES IN THE SYSTEM
AS FUNCTIONS OF THE TRANSIT DENSITY D ‘
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Where el and 6, are publicity
terms. For the dependence on
&s before'(equations 15), and
problem these velocities will

= T/x and

vl v,

We alsoc take

p:q:l

in equations (28), .With these values the
equations (13}, become

il
o)
=
|
+
e
LN
e

and

g
)

Note that we have teken ell parameters to

terms and e X and azy are imitation
the velocity, we use the same forms
in order not to complicate the

in this case be simplified to

Yo (30}

(31)

equations of evelution,

+ uzyzl - x

8 . 2
= Dleyy + opy®) / (2R S e oy

be positive (it is in

fact certainly possible to have, for example, negative publicity

terms).

functions of x and vy,

Figuze 35 shows the attractivities of the two modes as

We shall now discuss the case in which el=o (no pubiicity

for the car). As can be seen from eguat

a2T1¢

1

mode, A1 = aq.

Using equation (1%} and

ic
(31}, this case yields 2 constant attractivi

the fact thet (x'

, (29), (30),
y for the car

D, y' = 0) is &

stationary state, we find that the other stationzry stzte of

system (32} will be given by

2

@,y * (62 - uzD)y + (o -

Dez) =0 -



FIGURE 35. THE ATTRACTIVITY FUNCTIONS, A, AND Aé
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This equation will have no, one, or two physically zcceptable
solutions with the following properties.

1. 1f the publicity term for the bus is large enough,
B, > (4c1a2)1/2, gquaticen (33) will have two rezl roots. For
82 < (4“la2)1/2> equation (33) will have two rezl sclutions only

=~

if the trausit demsity is high enough, D > D, where

i/2
(4a.a,) -~ &
¢ = 1 Zu 2 (34)
2

2, If equation [33) has two real solutions, y+ end v , then the
sign of these roots will depend upon the relative magnitude of
the transit demsity with respect to the two critical densities
'Dg and Dg defined by

nf = $2 / %2 ana 0§ = %1/ ©,. (35)

If b < Dé and 0 < Dz, equation (33) has two negative roots;
1
Dc
(332} has one pesitive root and one negative root,

<D < Dé, equation (33) has two positive roots; D > Dz, equation

-

3. Dc‘th whatever the values of the parameters.
4. For large values of the publicity parzmeter for the bus,

8, > {alaz]l/z, we have

c ¢ o c . , -
o~ < Dl and D1 > D2 (36)

For smzll velues of the bus publicity perameter, we have

Di < Dg and D§ < 0% . (37)

Figure 36 summarizes these conditioms, showing the various condi-
tions for the solutioms of eguation (33).
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FIG_URE 36.° CONDITIONS FOR SOLUTIONS OF EQUAT.ION (33) |
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There are qualitatively two different bifurcation diagrams
for the solutions y of equation (33). These are shown in Figure
37. TFigure 372 is similar to Figure 33b and so will not be discussed
further 1/2, however, represents
- a qualltatively new situation. In this cese we might sey that

Figure 37b, where 8, < (ml ?)

the nonlinezr term is more important them the linesr term. For

& density D¢ <D< D;, the system cen accept two statinnary states,
yl and y+. (The stationary state y is unstable znd camnot
therefore be considered physically as a finalstate since pertur-
bations will always cause the system to move away from this state.)

Let us say that a perturbation in the density y, of value
A y. (for a given value of the traffic densi;y D. ), is needed to
brlng the sys;em from the stationary state (x ,yl) to the station-
ary state (x",y"). In Figure 37b we see that the value of the
perturbation, A Yi» for D¢ < D < Dg, needed for this transforme-
tion decreazses as density of tramsit, D,, increases. This points
to the role of history in determining which stationary stete the
system adopts. Further, if D, > Dg, whatever the value of the
perturbation (& y > 0), the system will spontaneously go to the
stationary state (x+,y+) since the state (Xl,yl) is unstable when
D> Dg. We note that the bifurcation perameter D measures the
feedback effect in the system. When the feedback parameter is
sufficiently smail, D < DC, the system hazs only one stationary
state. However, if D is suzficiently large, D > DC, z qualite-
tively new stationary state appears in the system. In generzl,
2s D increeses, the number of possible statiomary states of the
system increzses.

co-existence between the two modes of Lranspoructlcn. For
constant oy and a,, & state of co-existence between the bus and
the car will appear first (for small values of D) for the case

when there is good publicity, €, > (a a2]1/2

, and only later for
the case when there is little bus publicity, 0, < (o az) 1/2 , which
requires larger values of the traffic deusity, D for there to be

co-existence,.



(a)

(b)

"FIGURE 37. BIFURCATION DIAGRAMS FOR THE_CASES WHEN
(a) 6, > (ulaz)l/z AND (b) 8, <;(a1a2)1 2
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.3.2.4 Conclusions

The methodology and models presented in this section have
illustrated the importance of behavioural fluctuations in deter-

mining the stability of competing modes of transportation, The
bifurcation diagrams introduced in the text to illustrate the
feedback effects resulting when travel choice is allowed to be a

function of the state of the system provide information on the

stability of ‘the system to such fluctuations in human behaviour.
Some statibnary‘states are seen to be unstable even to small
fluctuations, whereas others, though locally stable, would become
unstabléfif a sufficiently large fluctuation occurred. The
system would then adopt a new solution which is stable to pertur-
bation. This adaptative emergence is one example of the concept
of order by fluctuation (Nicolis and Prigogine, 1977), whereby a
syétem reorganizes itself intd_a new mode of behaviour when

! critical size thresholds for stability are exceeded,
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- APPENDIX

BASIC ELEMENTS OF BOOLEAN FORMALISM

The systems analyzed in this appendix are equivalent to a
black box, A, provided with inputs and outputs, - By definition,
it is possible to choose arbitrarily the value of each input
variable, the value of each output variable being determined by
the internal dynamlc of the system Two basic hypotheses are

‘made:

- each varlable may take only two values 0 and 1 (blnary
varlable) ‘

- the value of the output variables at time t depends on
the values taken by the input variables at previous moments (we
_assume that the system has some memory)

In the first part we will make some remarks concerning
Boolean algebra. 1In this language we summarize our hypotheses,
while in the second part we Wlll specify. the concept of a system
with memory. '

BOOLEAN ALGEBRA - COMBINATORY SYSTEM

Systems considered in this paragraph have no memory effects.
They are called combinatory systems.

a) Definitions

State space: let a system have n inputivariables. Each
- -state has two values 0 or 1, We have thén 2" different states.
"If n = 2, the 4 different states are: (0,0); (0,1); (1,1); (1,0).
Functions space: Let f be defined by: '

(xl “en Xn) —_—z = f[xl ...'-.:xn)
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z may have twe different values 0 or 1. The number of different
. . n - e .
functions f will be 22°. If n = 1., we have 4 different functions.

—
=]
}=
o
]

b) Logicel functions of 2 combinatory system

In 2 combinatory system in which we know the input variables,
we can compute the values of the output varisbles {z). We can
define the feollowing operations of the Boolean algebra &, +, and.

Xq Xq fz
0 0 1
0 1 1 T = Xl & xz
1 1 0
1 ¢ 1

Xq X, (’—;1 + X, Xy v X,
0 0 ) (’4’ 0 0
0 1 1 0
1 1 1 1
1 0 1 0

We define also the following operation:

Xq 1 .
0 1 1 .
1 0




The following rules can be eésily_shown:

SEQUENTIAL SYSTEMS

a) In the above systems, no dynamlcal effects are included.
_Input and output were supposed to adjust themselves 1nstantaneous—'
ly.  In the case of urban systems, such an hypothesis cannot be
‘accepted, For example, let [ be the average transportation time
from A to B. E will be the threshold of perception of the trans-
portation time for the p60ple moving from A to B. The phenomena
will be discretized in the following manner (Flgure 39)

_ b) [ can ‘be the expllcatlve variable of another phenomenon,
for example [ 0 could be the condition to SWltCh or. malntaln a
phenomenon of migration, measured by the variable Pab P ab will be
the threshold of the varlable P ab’ The 51tuat10n is represented
in Flgure 40, v

A 1s the growth tlme delay for the varlable P ab

In the follow1ng section we w111 wrlte the general equatlons of
a sequential system,

c) We do have a sequential system if the-knowledge of the
internal variables (at time t) is not sufficient to determine the
value of the output variables {at time t), ' In this_;ase we will
take into account the history of the system by including a new
kind of variable in the system: ‘the memory variables. A
sequential system can be represented in the following manner:;
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. FIGURE 40. SEQUENTIAL SYSTEMS b
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Xl Zl
XL zP
X -0 X, input varizbles.
z; === z . output varizbles.
Y1 0t Y. memory variables.
Yl --- Yr memory functions.
A is z combinatory system, When the signals go into the system
B, they zre retarded. The equations of the whole system zre:
Zj(t) = fjfxl(t), L) Xn(t); YI(t): srvy Yr(t}) (38)
Y(8) = gy (8), Lony xp(8)5y (8], ony v (2)) (59)
In general we have different growth and decay time deleys for
a2 given variable, We have
= t- 4
yi(t) chu Ai) . (40)
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Then Equation (39) becomes:
YJ (t) = gJ (Xl(t), e s Xn(t); Yl(t - Ai)" T Yr(t - AI‘))' (41)

This is a system of implicit equations in Y. The values of the
lvariables X; ... X, are given; these variables can be comsidered
‘as parameters. The knowledge of the initial conditions and of

the values of the input variables, allows us (41) tp”cqmpgte Fhe'ﬁ
value of the memory variables for each time. For fixed input
variables, when we have yi(t)vz Yi(t), for each i, then we are in -
a stable state. 'If not, we are in an unstable state. The system
evolves to a stable state or to a.cycle,

d) Let us assume for example that:

e
)
o'

-

3
m
o

—

For D = 0, the system has one stable state and fof D=1
the system has also one stable sitate’ . If we start from
the unstable state Pap = 1; ¢ =1 for D = 0, we have two possible
different evolutions, ‘

The system will take the first path if the.decay time delay of :
the variable Py is less than the detgy time delay of the variable
D. Such a phenomenon is called a critical course phenomenon and
will be represenfed in the following manner:
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/01 >00—=(10)

11
In general, when for a set of given values of the input variables,
different final stable states are possible, the system evolution
will be very important in the determinzstion of the stable state

finglly adopted. We will clarify this remark by the following
example. Let us define the system by the following diagram:

a b { A B
¢ 0 e 0

Q 1 0 1
1 1 0 o
10 0 1

If we start from the state 2 = 1 and b = 0, the system can,
depending on the values of the time delays, evolve toe the stable
state or to the stable state @ The different possible
system evolutions (starting from 10) may be represented in the

following diagram:

@—
5&————-“e»‘!’

For some values of the time delsy, the system can rumn around (w)

before reaching 2 stable state.

For systems in which the equation (41) is given, there are
some rapid algorithms to find the stable stztes and the cycles.

®*This happens only if the system has some memory of the time at
which the process leading to its growth or decay began. There is
zlways a demznd for the decay of the variable az, then the system
will reach a stable state after a finite period of time. Imn the
other case (no memory effect) if the system tazkes the cycle (w)
once, it will remsin there.
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